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Abstract

In this paper, we propose a Multi-Task learning approach for Answer Se-
lection (MTAS), motivated by the fact that humans have no difficulty per-
forming such task because they possess capabilities of multiple domains
(tasks). Specifically, MTAS consists of two key components: (i) A cate-
gory classification model that learns rich category-aware document represen-
tation; (ii) An answer selection model that provides the matching scores of
question-answer pairs. These two tasks work on a shared document encoding
layer, and they cooperate to learn a high-quality answer selection system. In
addition, a multi-head attention mechanism is proposed to learn important in-
formation from different representation subspaces at different positions. We
manually annotate the first Chinese question answering dataset in law do-
main (denoted as LawQA) to evaluate the effectiveness of our model. The
experimental results show that our model MTAS consistently outperforms
the compared methods1.

1 Introduction

Law Community Question Answering (CQA) forums are gaining popularity online
since it offers a new opportunity for individuals to get free legal advice directly
from experienced lawyers and users. It is not unusual for a question to have hun-
dreds of answers, which makes it time consuming for users to inspect and winnow
the high-quality answers. Thus, it is essential that we have automatic techniques to
select good answers to new questions in a community-created discussion forum.

Answer selection, which is a key component of question answering (QA),
has attracted increasing attention recently due to its broad applications in natural
language processing and information retrieval, such as factoid question answer-
ing [Voorhees and Tice, 2000] and community-based question answering [Bian
et al., 2008]. Given a question, answer selection aims to pick out the most relevant
answer from a set of candidates. In the literature, answer selection have been ex-
tensively studied in the last decade using both non-neural approaches [Wang et al.,

1Data and codes are available at: https://github.com/Ange1o/MTAS-lawqa
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2007, Wang and Manning, 2010, Yih et al., 2013] and neural ones [Yu et al., 2014,
Dos Santos et al., 2015, Yin et al., 2016, Dong et al., 2017, Tymoshenko et al.,
2017].

Despite the effectiveness of previous studies, answer selection remains a chal-
lenge since conventional methodologies still have several drawbacks. (1) Prior
answer selection approaches basically apply a uniform model for the questions
from different text categories. However, according to what we observe, the an-
swer styles in different categories can vary to a large degree in law domain. The
document representations should focus on different aspects of the topics which
belong to the corresponding categories. When the question category is given, a
category-aware text representation can largely promote the performance of answer
selection. (2) Existing studies often rely on a single attention function to capture
important parts of the input. However, in different representation subspaces, the
important information may appear at different positions [Vaswani et al., 2017]. All
the information forms the comprehensive semantics of the whole input sequence,
especially for long documents, which usually happen in the law domain. (3) There
is no publicly available benchmark for community question answering in the law
domain.

In this study, all the aforementioned limitations are considered and alleviated
to some extent. Our method, Multi-Task learning approach for Answer Selection
(MTAS), simultaneously optimizes two coupled objectives: text categorization and
answer selection, in which a document modeling module is share across tasks. The
main purpose of our multi-task model is to strengthen the representation learning of
questions, and safeguard the performance of answer selection in the scale corpus.
We find that, though our final goal is answer selection, a good text categoriza-
tion model could help the semantics analysis and comprehension of documents by
learning robust category-aware text representations. To capture the comprehensive
semantics of the whole input sequence, we employ a multi-head attention mech-
anism to focus on important information that may appear at different positions
according to different representation subspaces.

To empirically demonstrate the effectiveness of our approach, we created a
Chinese data set (LawQA) in law domain by collecting question and answer pairs
from a Chinese law forum. LawQA is partitioned into 10 different categories, each
of which corresponds to a specific category. To the best of our knowledge, it is
the first CQA dataset in the law domain. The release of it would push forward
the research in this field. We conduct experiments on this corpus, and the results
shows that our model outperforms the compared methods. In addition, LawQA is
a challenging dataset since the Top 1 accuracy and MAP values are less than 70%
for the best benchmark.
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2 Data Collection

2.1 Process

We elaborate the process of generating our LawQA dataset in this section. Firstly,
we collect a large pool of law related QA pairs with categorical information from
the forum2. All the questions asked by netizens will be answered by the licensed
lawyers. The questions are divided into ten categories, including Violence, Traffic
accident, Medical accident, Consumer Rights, Property disputes, Bank, Criminal
defense, Divorce, Inheritance and Labor Contract.

Then, we remove the redundant QA pairs, and set the minimum length of ques-
tion and answer to be 14 characters, to avoid the vagueness in the text. Our resized
QA dataset contains 10 balanced categories with 40,000 questions. Since one ques-
tion may have multiple answers, we have a clean QA dataset with overall 72,416
positive QA pairs. Table 1 shows one pair of LawQA.

继承
Inheritance

我和丈夫的财产，丈夫前妻的儿子有权
继承我和丈夫的财产吗？

Does the son of my husband’s ex-wife have
the right to inherit property from me

and my husband?
你好，你丈夫前妻的儿子若是你丈夫与前
妻的共同子女，有权继承你丈夫的遗产。
If the son of your husband’s ex-wife is also
your husband’s son, he will have the right

to inherit legacy from your husband.

Table 1: An example of LawQA pair

To build the training set for answer selection, we manually collect negative
samples by randomly selecting one answer form another category to form the neg-
ative sample for each QA pair (positive sample). Finally, we have a 144,832 QA
pairs for training. In terms of testing set, for each distinct question, we set the
candidate pool to be 100.

2.2 Statistics and analysis

Table 2 shows the statistics of LawQA dataset and makes a comparison to three
other answer selection datasets, TrecQA [Robertson et al., 1996], WikiQA [Yang
et al., 2015] and InsuranceQA [Feng et al., 2015].

In legal domain, one key challenge is the domain gap between question and
answer. The askers are netizens without much legal knowledge and questions are
quite ambiguous and often in informal or oral language. On the contrary, these
questions are answered by well-trained professionals and they answer purely in
formal and written language. This phenomenon is extremely noticeable in the legal

2http://china.findlaw.cn/
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Dataset Train Dev Test Avg len of Q Avg len of A
LawQA 144,832 1000 2000 45.39 30.92

InsuranceQA 18,540 1000 50 7.16 49.5
TrecQA 1162 65 38 11.39 30.39
WikiQA 873 126 9 7.18 25.15

Table 2: Statistics of the LAWQA dataset and other answer selection datasets

消费者权
益
Consumer
Rights

被美容院忽悠办卡，不给退怎么办
(I was) fooled by a beauty salon to buy its membership,
what should (I) do if they don’t give my money back (?)

可以协商处理，协商不成可以到
工商局投诉，或者到法院起诉。

You can try negotiation first, then you could complain to
Administration for Industry and Commerce or prosecute via court.

刑事辩护
Criminal
Defense

打电话威胁要20万，随即报警，应该构成什么罪
A phone call threatened (me) for 200 thousand (Yuan),

(and I) called police immediately. Which crime did it be (?)
需要结合实际情节，涉嫌构成敲诈勒索罪或绑架罪。

Suspicion of Extortion or Kidnapping. Detailed information is required.

Table 3: Two examples of LawQA pairs - Different language styles between QA

scenario. Table 3 shows two question-answer pairs that questions are in informal
language while answers are in formal language from legal experts.

3 Our Model

Our model MTAS, whose architecture is illustrated in Figure 1, jointly trains two
related tasks: answer selection (primary task) and text categorization (auxiliary
task). Next, we will elaborate these two tasks in details.

3.1 Answer selection

Given a question q, our model aims to rank a set of candidate answers A =
{a1, . . . , an}.

3.1.1 Word embedding

Firstly, we employ a word embedding model to compact each word into a dis-
tributed embedding. Each word w in the corpus is mapped to a low-dimensional
word embedding ew through a word embedding layer.
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Figure 1: The architecture of MTAS

3.1.2 BiLSTM

Then, we use a BiLSTM [Hochreiter and Schmidhuber, 1997] to learn the hidden
states of words in the question and answer. Formally, given the input word em-
bedding et at index t in the document, the forward and backward hidden states−→
h t ∈ Ru and

←−
h t ∈ Ru can bu update as:
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h i
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LSTM(
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←−−−−
LSTM(

←−
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The concatenation of forward and backward vectors form the final hidden state
hit =[

−→
h i

t||
←−
h i

t] at time step t. Thus, we can use the Bi-LSTM network to obtain
the hidden states Hq = [hq1, . . . , h

q
m] and Ha = [ha1, . . . , h

a
n] for the question and

answer.

3.1.3 Multi-head attention

We use multi-head attention mechanism to model the semantics of answers over
questions, which helps to capture the important information from different repre-
sentation subspaces at different positions. Specifically, given the output represen-
tation of the question (hqt ) and answer (hat ) at time step t, we have:

mt = tanh(Wah
a
t +Wqh

q
t ) (3)

At = exp(Wmmt) (4)

ĥa = flatten(Ath
a) (5)

Where ĥa is the answer representation after multihead attention, Wa, Wq, and Wm

are weight parameters to be learned. At ∈ Rb×m is the attention matrix, where b
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is the number of hops of attention. flatten is an operation that flattens matrix into
vector form. Here, we set b = 4.

3.1.4 Answer Selection Objective

Finally, the question representations hq and the attended answer representations
ĥa will be fed through a max-pooling layer. The cosine similarities between the
question and the answer will then be calculated. Following the same ranking loss
in [Weston et al., 2014, Hu et al., 2014, Feng et al., 2015], we define the training
objective as a hinge loss:

L1 = max{0,M − cosine(q, a+) + cosine(q, a−)} (6)

where a+ is a ground truth answer, a− is an incorrect answer randomly chosen
from the entire answer space, and M is a constant margin.

3.2 Text Categorization

Text categorization is an auxiliary task to help learn better category-aware text
representations. This task can be seen as a multi-class classification problem. Text
categorization and answer selection model share the same BiLSTM and Multi-head
attention networks with the answer selection task.

We feed the representations of question (i.e.,Hq) into a two-layer fully-connected
network and a softmax layer to obtain the predicted text category.

f = tanh(V1Hq), ŷ = softmax(V2f) (7)

where V1 and V2 are projection parameters.
We minimize directly the cross-entropy between the predicted label distribution

ŷ and the ground truth distribution y as the objective function:

L2 =
1

N

N∑
i=1

C∑
j=1

I(y = j) log(ŷ) (8)

where I(·) is an indicator such that I(true) = 1 and I(flase) = 0. C is the category
number and N is the number of questions in the corpus.

3.3 Joint training

Overall, our model consists of two subtasks, each has a training objective. For
the purpose of strengthening the learning of the share document-query representa-
tions, we train these two related task simultaneously. The joint multi-task objective
function is minimized by:

L = (1− α) ∗ L1 + α ∗ L2 (9)

where α is the hyper-parameter that determine the weights of L1 and L2. Here, we
set α = 0.1 via cross validation.
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4 Experiments

4.1 Evaluation Metrics

To quantitatively evaluate the proposed model on the LawQA dataset, we adopt
three most widely used evaluation metrics for answer selection, including Top-1
accuracy, MAP (Mean Average Precision) and MRR (Mean Reciprocal Rank).

4.2 Implementation Details

In our experiments, all word embeddings are initialized by a 150 dimension word2vec
[Mikolov et al., 2013] model. All the weights are given their initial values by sam-
pling form a truncated normal distribution N(0, 0.1). The hidden size of BiLSTM
and attention size are set to 1000 and 300 respectively. We perform a 4-head atten-
tion on the answer representations. To train our model, we perform a mini batch
gradient descent with batch size as 512 and clip the gradient d when d > 5.

4.3 Baselines

We evaluate and compare our model with several strong competitors:
CNN [Yu et al., 2014]: A bi-gram convolutional neural network to model the

text.
Bi-LSTM [Tan et al., 2015]: A BiLSTM network to learn the representations.
Bi-LSTM-attention [Tan et al., 2015]: A BiLSTM network followed by an

attention mechanism.
IARNN-word [Wang et al., 2016]: An attention mechanism before a BiLSTM

network.
AP-LSTM [dos Santos et al., 2016]: A combined attention and pooling mech-

anism after a BiLSTM network.

4.4 Experimental Results

The experimental results are summarized in Table 4. From Table 4, we observe
that our model performs better than the compared methods. For example, MTAS
improves the Top1 accuracy from 0.573 to 0.588. The similar trends are observed
on MAP and MRR metrics. To investigate the effectiveness of our multi-task learn-
ing, we also report the ablation test of MTAS in terms of discarding text categoriza-
tion task (denoted as MTAS w/o multitask). Text categorization contributes great
improvement to MTAS. This is within our expectation since missing category in-
formation will lead the answer selection unspecific. Category information is vital
when selecting the best answer for the given question.
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Top1 acc MAP MRR
CNN 0.521 0.569 0.640

Bi-LSTM 0.561 0.601 0.674
Bi-LSTM-attention 0.573 0.619 0.688

IARNN-word 0.534 0.584 0.657
AP-LSTM 0.556 0.591 0.669

MTAS w/o multitask 0.577 0.622 0.691
MTAS (Ours) 0.588* 0.636** 0.700

Table 4: Experiment result on answer selection task. Numbers with * mean
that improvement is statistically significant over the baseline methods(t-test, p-
value¡0.05).

4.5 Text classification results

We report the text classification results in Table 5. From the results, we can observe
that the results co-trained with answer selection task is better than the results of
only performing text classification.

Precision Recall F1
Only text classification 0.789 0.787 0.777

MTAS 0.801 0.800 0.794

Table 5: Text classification results on LawQA.

4.6 Experiments on α

Table 6 shows the experimental results on α. With a larger α, the train phase will
pay more attention on the loss in text classification task and a smaller α causes an-
swer selection task plays a more important role in the whole train phase. Because
the main goal is answer selection task, we found 0.1 is the optimum that focuses
more on the answer selection task and still contains enough text categorical infor-
mation.

α 0.01 0.02 0.05 0.1 0.2 0.5
Top1 acc 0.581 0.581 0.588 0.588 0.567 0.540

MAP 0.626 0.625 0.630 0.636 0.617 0.594
MRR 0.691 0.692 0.697 0.700 0.683 0.660

Table 6: Experiment on hyperparameter α
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4.7 Error analysis

We randomly select 100 samples that are incorrectly predicted by our model from
the test set. We observe that these samples are imbalanced across categorical do-
mains. As shown in Table 7, some question types like Consumer Rights and Bank
are more difficult than others like Inheritance and Medical Accident. We argue the
reason may be because that the questions in Bank and Consumer Rights are more
easily confused with other categories. We showed two examples in the case study
section.

Consumer Rights 14 Traffic Accident 9
Bank 14 Property Distributes 9

Divorce 12 Labor Contract 8
Criminal Defense 11 Inheritance 7

Violence 10 Medical Accident 6

Table 7: Incorrect samples statistics.

4.8 Case study

Table 8 gives one example for each Consumer Rights and Bank categories, where
the samples are easily confused with other categories. Although the first case is
annotated in Consumer Rights, it is also plausible to be classified into Property
Disputes. Similarly, the second case can also be easily mismatched to Criminal
Defense despite its annotation as Bank.

5 Conclusion

In this paper, we proposed a multi-task framework for answer selection, which
treated text categorization and answer selection as two subtasks, strengthening the
representation learning in document modeling. We also created a new QA task in
the law domain to evaluate the effectiveness of our model and will release this new
corpus to push forward the research in this field. The experiments demonstrate the
superiority of MTAS.
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